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ABSTRACT 
In this paper a polynomial method of selecting an image disturbed and corrected by the modified power law by 

one of its roots, is proposed. This power law uses here is a real power variable belonging to the interval 

[1.00,..1.12]. It provides a dozen corrected images. But it is difficult to get the best image between them, or the 

image which has the best signal to noise ratio. One of the roots provides this value. Comparison of reconstructed 

image with the original is proved by structural similarity index (SSIM), entropy and peak signal-to-noise ratio 

(PSNR) which are objective quality measures and the averages of gray levels of pixels which are very similar. 

The polynomial selection method has the advantage of providing only a single corrected image without RGB 

→YCbCr transformation noise and close to original among many others. Where somebody needs to choose one 

image among several, this method can provide solution.  

KEYWORDS: RGB→YCbCr transformation noise, noisy image, signal to noise ratio, polynomial method, 

polynomial root, corrected image. 

1. INTRODUCTION 
In the field of improving the quality of an image disturbed by noise, many authors have developed classical 

improvement methods such as: interpolation method which uses various shapes as described by authors [1-4], 

histogram equalization method which gives good results in improving color images [5-8] and medical images [9-

11]; contrast stretching method which focuses on improving the contrast of an image by "stretching" its range of 

intensity values to cover a range desired or authorized, presented by the authors [12-13]; compression of the 

dynamic range [14], partial differential equations method widely used in image filtering and restoration [15-16]; 

cellular neural networks method known for their success in improving and analyzing medical images [17]; the 

directional wavelet transformation mainly used for feature extraction, enhancement, denoising, classification and 

compression [18]. Some methods provide algorithms that apply to areas of an image or its parts all that possess 

noise. This is for example the method defined by Mingzhou and al. [19] who obtain the classification of images 

under unfavorable visual conditions using the gray function and the definition function in order to obtain an 

improvement algorithm of images. Himamshu Singh and al., exploit the advantages of gamma correction and 

histogram equalization to achieve improvement in dark images [20]. San Chi Liu and al. improved the contrast of 

an image using an adaptive approach by the Golden Section Search algorithm [21]. The adaptive gamma 

correction proposed by Gang Cao and al. [22], has improved images with lighter areas and dark areas that often 

appear in some images after acquisition. P. Jidesh and al, propose a fourth order diffusion filter for the overall 

enhancement of an image [23]. Thresholded and optimized histogram equalization is a method proposed by P. 

Shanmugavadivu and al., for image enhancement [24]. It begins by segmenting the histogram of the input image 

in half using the Otsu threshold [25], on the basis of which a set of weighing constraints is formulated. Then, these 

constraints are applied to any or both of the sub-histograms relative to the histogram model of the input image. 

Finally, these two sub-histograms are independently equalized and their union produces a contrast enhanced 

output image. Lihze and al. talk about removing impulse noise [26]. Classic improvement methods such as the 

median filter directly manipulate the pixels of the image by moving an odd-sized window on the image support 

then replacing the central pixel (on which the window is positioned) by the median value of the pixels included 

in window [27]. As we can see, there are many methods of enhancing images. A method of improving a disturbed 

image by a mathematical transformation used in the JPEG standard [28] is proposed. The transformation 

http://www.ijesrt.com/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/


   ISSN: 2277-9655 

[Jean* et al., 11(2): February, 2022]   Impact Factor: 5.164 

IC™ Value: 3.00   CODEN: IJESS7 

 http: // www.ijesrt.com                 © International Journal of Engineering Sciences & Research Technology 

   [23] 

    
IJESRT is licensed under a Creative Commons Attribution 4.0 International License. 

concerned is the RGB→YCbCr one. This image enhancement method is applied to every pixel of disturbed image 

and exploits the signal-to-noise ratio of this image to be enhanced. The aim is to show how one of the roots of a 

polynomial can correct an image degraded by using the real-variable power law and provide a corrected image 

with a high value of the signal-to-noise ratio. This method allows a direct selection of the best image among 

several corrected images. In this article, the method used to retain the right image is presented first, then the results 

obtained, discussion will follow before conclusion. 

 

2. MATERIALS AND METHODS 
Author [29] has shown that after applying the RGB→YCbCr transformation to certain color images in BMP 

format, image obtained contains a noise in the form of green dots and distributed randomly over this image. This 

is called RGB→YCbCr transformation noise. Using a variant of the power law established by W. Pratt [30], the 

variant proposed uses a real power variable p’ such as p’ belongs to the interval [1.00 to 1.12] with step 0.01. 

Thirteen (13) images are obtained showing no noise but with decreasing quality. This is where the so-called 

polynomial method comes in. After calculating the signal to noise ratios (SNR) of pixels for channels Y, Cb and 

Cr, one makes the sum of these three values to obtain the sum of SNR or ∑SNR. After, we draw the curve of 

function ∑SNR = f (p'). Using the polyval() function defined by MATLAB software to provide the corresponding 

polynomial  gn (p’) = anp’n + ... + a0 = g (p’). The roots of the polynomial are calculated. The power law used by 

[30] uses an integer power variable. This article proposes a real power variable. One of the roots of polynomial is 

used in the power law to correct the transformed images which must no longer contain the RGB→ YCbCr 

transformation noise and whose one of these images has greater ∑SNR than the other. It is this image that is close 

to the original one in terms of quality. The evaluation of the quality of corrected images is done by quality 

measurements such as the average of the pixels, the root mean square error RMSE, the PSNR [31], the entropy 

which compares the quantity of information contained in each reconstructed and original images and the structural 

similarity index SSIM which shows the degree of similarity between the images [32]. The advantage of this image 

improvement method is that it provides a single value of the power variable p' which correct the noisy image and 

obtain only one image which has a high value of ∑SNR. 

 

3. RESULTS AND DISCUSSION 
3.1 Presentation of the steps 

The results are presented as follows: the mathematical transformation RGB→YCbCr is applied to the original 

image to obtain the transformed and noisy image; the power law with a real power variable p’ is applied to the 

noisy image and thirteen corrected images are obtained; we calculate the signal-to-noise ratio of each corrected 

image per channel then we add these values to have a table of values of the sum of SNR as a function of p’ to 

obtain the function ∑SNR = f (p’); Matlab's polyval() function provides the corresponding polynomial; the table 

of roots and their modules are provided and finally, one reconstructed image is retained with the greatest value of 

∑SNR. 

 

3.2 Original images 

Figure1:                                                  Figure2:                                        Figure3:  

          

 
   Original Nanie                                 Original Eamac                        Original Ebala 
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3.3 Transformed and noisy images 

Figure4:                                                          Figure5:                                             Figure6:        

 

       
         Disturbed  Nanie                           Disturbed Eamac                                Disturbed Ebala 

Following the application of the RGB→ YCbCr transformation on each image, we observe the transformation 

noise like green dots distributed randomly on each image. This noise is less dense on Nanie image (Figure4) than 

on Ebala image (Figure6). It covers the entire Eamac image (Figure 5) which has low contrast. 

3.4 Results  

3.4.1 Image Nanie.bmp  
Table 1: Sum of SNR or ∑SNR values obtained by the real power variable.. 

P’    1.00   1.01  1.02    1.03    1.04  1.05     1.06   1.07     1.08   1.09    1.10   1.11  1.12 

∑SNR 118.97  84.6  64.37  54.06  47.4  43.02  40.13  37.84  35.92  34.29  32.87 31.6  30.48 

 

Figure 7:  

  
Curve of variation of the Sum of SNR or ∑SNR = f1(p’) 

 

In Table 1 and Figure 7, the sum of the SNR decreases with the power variable p’.  

Corresponding polynomial: 
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Figure 8:  

  
Sum of SNR = f1(p’) and the polynomial g1(p’) for Nanie image. 

Table 2: The roots of the polynomial g1 (p ’) and its modules 

 Complex roots  Order of roots  Modules of roots 

1 1.1490 + 0.0331i Root3 1.1495 

2 1.1490 - 0.0331i 

3 1.0837 + 0.0717i Root2 1.0861 

4 1.0837 - 0.0717i 

5 1.0133 + 0.0466i Root1 1.0143 

6 1.0133 - 0.0466i 

The three images obtained after correction by the power law using these three roots: 

Figure 10:                                   Figure 11:                                   Figure 12:  

 

             
            NanieRoots1                                  NanieRoots2                               NanieRoots3 

Sum of SNR: 109.64dB (Root1)        32.52dB (Root2)                         24.41dB (Root3) 

The three SNR values decrease with the roots values. The larger the root of the polynomial, the more degraded 

the resulting image. Indeed the image of figure 12 is more degraded than that of figure 10. We note disappearance 

of the noise. 
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3.4.2 Image Eamac.bmp 
Table 3: Sum of SNR or ∑SNR values obtained by the real variable for power law 

P’ 1.00   1.01    1.02   1.03     1.04   1.05   1.06    1.07   1.08   1.09     1.10   1.11   1.12 

∑SNR 73.38   72.59  66.12 59.14  53.21  48.18  43.83  40.09 36.81 33.94  31.42  29.22  27.31 

 

Figure 13:  

 
Variation of Sum of SNR or or ∑SNR = f2(p’) for Eamac image. 

In Table 3 and Figure 13, the ∑SNR function decreases with the power variable p’.  

The corresponding polynomial g2(p’): 

 
Figure 14: 

 
∑SNR = f2(p’) and the polynomial g2(p’) for Eamac image. 
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Table 4: The complex roots of the polynomial g2(p) and the corresponding modules: 

 Complex roots  Order of roots  Modules of roots 

1 1.1341 + 0.0323i Root3 1.1345 

2 1.1341 - 0.0323i 

3 1.0533 + 0.0653i Root2 1.0554 

4 1.0533 - 0.0653i 

5 0.9673 + 0.0000i Root1 0.9673 

The six complex roots provide three real roots. 

The three images obtained after applying the power law with the three roots: 

Figure 15:                                          Figure 16:                                    Figure 17:  

             
          EamacRoot1                                 EamacRoot2                              EamacRoot3 

Sum of SNR: 45.70dB (Root1)             40.76dB (Root2)                        24.94dB (Root3) 

The three SNR values decrease with the roots values. The larger the root of the polynomial, the more degraded 

the resulting image. Indeed, the image of figure 17 is more degraded then for figure 15. We note the disappearance 

of RGB→YCbCr transformation noise. 

3.4.3 Ebala.bmp image 
Table 5: Sum of SNR values obtained by the real power variable. 

P’     1.00      1.01   1.02    1.03    1.04    1.05   1.06   1.07   1.08   1.09   1.10   1.11   1.12 

∑SNR 140.96     99.10  78.13   66.29 58.30  53.29 49.49 45.93 42.79 40.65 38.52 37.15 36.06 

 

Figure 18:  

 
Variation of ∑SNR = f3 (p’) 

In Table 4 and Figure 7, the sum of the SNR decreases as a function of the values of the power variable p ’.  

The corresponding polynomial g3 (p ’): 

( ) ( )5 4 3 2

3 ' 1.0 08* -0.3610 + 1.9406 - 4.1720 + 4.4836 - 2.4088 0.5176g p e x x x x x= +
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Figure 19:  

 
∑SNR = f3(p’) and the polynomial g3(p’) for the Ebala image. 

Table 5: The complex roots of the polynomial g3 (p ’) and its real roots 

N° Complex roots  Order of roots  Modules of roots 

1 1.1457 + 0.0000i Root3 1.1457 

2 1.0994 + 0.0508i Root2 1.1006 

3 1.0994 - 0.0508i 

4 1.0155 + 0.0436i Root1 1.0164 

5 1.0155 - 0.0436i 

The three images obtained after applying the power law using the values of the three roots of polynomial: 

 

Figure20:                                                 Figure21:                                     Figure22:                                         

          

            EbalaRoot1                                      EbalaRoot2                                   EbalaRoot3                                         

∑SNR: 67.52 dB (Root1)                          57.39 dB (Root2)                  53.80 dB (Root3) 

The three values of SNR decrease with the roots. The larger the root of the polynomial is, the more degraded the 

resulting image is. Indeed, the image of figure 22 is more degraded then which of figure 20. We note the 

disappearance of the RGB→YcbCr transformation noise. 
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3.4.4 Statistical parameters of original and corrected images.  

 Table 6: Statistical parameters for Nanie image: 

 

Quality settings  

 

Original image  

 

NanieRoots1 image  

 

Relative errors 

Means                       Y 

                              Cb 

                               Cr 

120.62 

161.29 

105.55 

111.93 

168.79 

137.00 

7% 

4.6% 

29.79% 

Entropy                   Y 

                              Cb 

                               Cr 

7.48 

6.07 

5.49 

7.42 

6.36 

5.54 

0.80% 

4.77% 

0.91% 

RMSE                        Y 

                              Cb 

                               Cr 

11.05 

8.50 

38.59 

PSNR (en dB)           Y 

                              Cb                                                                         

                               Cr 

27.22 

29.47 

16.40 

SSIM                        Y 

                              Cb 

                              Cr 

0.9904 

0.9140 

0.9999 

Regarding the average parameters, for Nanie image, it is in the Cr channel that the relative error is high and is 

close to 30%; for the Y and Cb channels, these relative errors are less than 10%. This shows that the differences 

between the pixel averages of the original and corrected images are very small in Y and Cb channels. The entropy 

parameter, which expresses the amount of information in an image, has a relative error less than 5%. This indicates 

that the difference between the amounts of information in original and corrected images is very small and shows 

that the two images are almost identical. The structural similarity index (SSIM) between the two images is close 

to 1, showing how similar the two images are. 
Table 7: Statistical parameters for  Eamac image: 

Quality parameters Original Image Image EamacRoot1 Erreur relative  

Means                    Y 

                             Cb 

                              Cr 

19.79 

135.09 

122.49 

13.81 

135.29 

131.07 

30.00% 

00.15% 

07.00% 

Entropy                 Y 

                             Cb 

                             Cr 

5.52 

4.04 

4.14 

5.07 

4.06 

3.70 

08.15% 

00.50% 

10.60% 

RMSE                   Y 

                             Cb 

                              Cr 

7.92 

1.37 

13.52 

PSNR (en dB)       Y 

                             Cb 

                              Cr 

30.08 

43.49 

25.49 

SSIM                    Y 

    ,                        Cb 

                              Cr 

0.8677 

0.9522 

0.9740 

For Eamac image, it is in the Y channel that the relative error on the means is high (30%); but for Cb and Cr 

channels, these relative errors are less than 10%. This shows that the differences between the averages of the 

pixels of the original and corrected images are very small in the Cb and Cr channels. The entropy values have a 

variable relative error per channel. This error is of the order of 10% in the Cr channel, but less than 10% in the Y 

and Cb channels. This indicates that the difference between the amounts of information in the original image and 

the reconstructed image is small and shows that the two images are almost identical. The structural similarity 

index (SSIM) between the two images is close to unit 1, showing how similar the two images are. 
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Table8: Statistical parameters for Ebala image: 

Quality parameters  Original image  EbalaRoot1 Image Relative Error 

Means                       Y 
                                   Cb 
                                   Cr 

145.87 
129.10 
130.22 

149.10 
129.39 
128.00 

02.20% 
00.22% 
01.70% 

Entropy                     Y 
                                   Cb 
                                   Cr 

3.66 
2.10 
2.19 

3.65 
2.95 
2.96 

01.00% 
00.40% 
26.10% 

RMSE                         Y 
                                   Cb 
                                   Cr 

11.28 
6.03 

33.48 
27.04 
32.39 
17.62 

0.9957 
0.9863 
0.8997 

PSNR (en dB)           Y 
                                   Cb 
                                   Cr 

SSIM                          Y 
                                   Cb 
                                   Cr 

For the Ebala image, the relative errors on the means are very small and less than 5%. There are no big differences 

between the original image and the reconstructed image in terms of the gray levels average values. Regarding the 

entropy values, it is only in the Cr channel that the relative error exceeds 25%. In the other Y and Cb channels, 

these errors are less than 5%. The similarity index values between the two images are close to unity, thus showing 

the great resemblance between the original image and the reconstructed image. 

 

3-5 Discussion 

Applying the RGB→YCbCr transformation to each of the three images effectively provided images which are 

disturbed by the noise called RGB→YCbCr transformation noise as shown in Figures 4, 5 and 6. Tables 1, 3 and 

5 contain the values of the sums of the signal to noise ratios which make it possible to obtain Figures7,13,18 which 

represent the curves of the functions Sum of SNR = fi (p') with i = 1, 2 and 3. 

These figures clearly show that the sums of the signal to noise ratios decrease with the real power variable. The 

variations of the polynomials gi (p’) with i = 1, 2 and 3 in Figures 7, 8, 13, 14, 18 and 19 are identical to the 

variations of the functions Sum of SNR = fi (p’). The polynomials therefore fully reproduce the variations of the 

functions Sum of SNR = fi (p’). The modules of the complex roots of the polynomials make it possible to obtain 

three images with different signal-to-noise ratios (see Figures 10, 11, 12-15, 16, 17-20, 21, 22). The values of the 

signal-to-noise ratios obtained by applying the real power variable decrease when real variable increases. Indeed, 

as one approaches the large value of the power variable, the image deteriorates more and more and then evolves 

towards low values of the signal-to-noise ratio. The Figures (10, 11, 12 - 15, 16, 17 - 20, 21, 22) obtained confirm 

this result. The latter is also confirmed by variation of corresponding polynomial function. This curve contains 

the values of the Sum of SNRs as a function of the real power variables among which are the roots of the 

polynomial. The smallest value of the roots of this polynomial gives an image of better quality and high value of 

signal-to-noise ratio. This is valid for the three images studied. Quality measurements which are means values of 

the pixels’ gray levels, entropy, signal to noise ratio (see Tables 6, 7 and 8) provide values which show small 

difference between original and corrected image by the smallest root of the polynomial. Thus, polynomial method 

makes possible to provide three roots, then the smaller provides an image of best quality and close to the original. 

The calculated quality measurements are closer to that of the original image than those provided by the larger 

roots. The interest of this work is that, this polynomial method makes possible the selection of the best quality 

image among several others in the case that a choice must be made. 

 

4. CONCLUSION 
The work carried out in this article concerns the correction followed by the selection of an image disturbed by the 

mathematical transformation RGB→YCbCr and corrected by the smallest root of a polynomial. The noise caused 

by this transformation appears in the form of green grains and is distributed randomly over the images used. 

The correction of this noise is made by a real power variable of the power law belonging to an interval containing 

13 values. These values provide 13 values of decreasing signal-to-noise ratio values. The polynomial 
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corresponding to this function effectively provides a root which gives an image without noise and having a high 

signal-to-noise ratio value, therefore closer to the original image. This method offers the advantage of selecting 

one image among several if necessary, and is added to the panoply of improving contrast methods and correcting 

certain specific noises. 
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